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Who We Are 

  CCS-7 group 
•  Jim Ahrens, team lead 
•  R&D Visualization team 
•  “Data Science at Scale” 
•  ASC, OSC ASCR and BER, and LDRD 

  HPC-5 group 
•  Laura Monroe, team lead 
•  Production Visualization team 
•  Hardware, facilities, software and support 
•  ASC and institutional funding 
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ASC core funding 

Savannah River
National Laboratory

National Nuclear Security Administration lab
Office of Energy Efficiency and Renewable Energy lab
Office of Environmental Management lab
Office of Fossil Energy lab
Office of Nuclear Energy, Science and Technology lab
Office of Science lab

SLAC National 
Accelerator Laboratory
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HPC-5 Activities in the Past Year 

  Redesigning the Vis Corridor 
•  Viewmaster2 
•  New video extenders 

  TLCC visualization 

  Visualization Projects 
•  Thermonuclear Burn Initiative 
•  ASC 
•  ASCEM with LBL and Savannah River 

  Blue Room redesign (LANL classified museum) 

  Interface investigation (touch table, haptic, and pen interfaces) 

  ASC Exascale planning 

Slide 4 



Operated by Los Alamos National Security, LLC for the U.S. Department of Energy’s NNSA 

U N C L A S S I F I E D 

HPC-5 Viewmaster2 

  Viewmaster2 
•  183-node rendering cluster 

—  Dual Intel Westmere-EP, X5650, 6 cores each 2.66 GHz 
—  Mellanox IBA 4x QDR fat tree interconnect 
—  200 PB Panasas dedicated file system, also mounts global Panasas file system 
—  60 Back-end Rendering Nodes 

•  2 NVIDIA Quadro 6000s (6 GB GDDR5 on-board memory), 96 GB DDR3-1333 
—  10 Advanced User Nodes 

•  1 NVIDIA Quadro 6000, 96 GB DDR3-1333 memory 
—  50 Standard User Nodes 

•  1 NVIDIA Quadro 5000 (2 GB GDDR5 on-board memory), 24 GB DDR3-1333 
—  37 Facilities Nodes to support CAVE, PowerWall, etc 

•  1 NVIDIA Quadro 6000, with g-sync daughterboard for framelock, 96 GB DDR3-1333 

—  12 I/O, 2 RPS, 2 LSM support nodes 
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HPC-5 Visualization Support 

  Conejo 
•  SGI XE 1300 

  Mapache 
•  SGI XE 1300 

  Lobo 
•  4x4 AMD Opteron cluster 

  Cerrillos (Roadrunner for IC) 
•  AMD Opteron + IBM Cell blade cluster 

  Cielo 
•  Cray XE6 

  Tri-Lab Vis Software Production: EnSight, ParaView, and VisIt 
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CCS-7 Activities in the Past Year 

  ParaViewWeb 

  ASC Level 2 Milestone with Sandia 

  New CCS-7 research cluster (replaces DQ, the Viewmaster prototype) 
•  Multiple mixed GPUs (Fermis & AMD), large mechanical drives and SSDs 
•  Connected to 6x3 powerwall 

  We like “fat nodes” too, 32+ core machines – 4GB per core (128 GB) 

  IKS Review 
•  Much more: Switch to poster used at IKS review 
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