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• Architecture slides borrowed from
Andy White (LANL) from Spring Houston
Exascale workshop.

“Swim lanes”
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Science Partnership for 
Extreme-scale Computing 

Swim lanes affect the number of threads 
that the system needs to support.!

There are currently two basic design points for achieving high 
performance in technical applications.  In the future it is expected 
that these design points may (or may not) become more 
Integrated. 
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Science Partnership for 
Extreme-scale Computing 

System architecture targets are aggressive in 
schedule and scope.!

System 
attributes 2010 “2015” “2018” 

System peak 2 PF/s 200 Petaflop/sec ! 1 Exaflop/sec 

Power 6 MW 15 MW " 20 MW 

System memory 0.3 PB 5 PB 64 PB 

Node performance 125 GF/s 500 GF/s 5 TF/s 1 TF/s 10 TF/s 

Node memory BW 
(consistent with 0.4 B/F) 

25 GB/s 200 GB/s 2 TB/s 400 GB/s 4 TB/s 

Node concurrency 12 100 1,000 1,000 10,000 

System size 
(nodes) 

18,700 400,000 40,000 1,000,000 100,000 

Node link BW 
(consistent with 0.1 B/F) 

1.5 GB/s 50 GB/sec 0.5 TB/sec 100 GB/s 1 TB/sec 
 

Mean time before 
application failure days ! 24 hours ! 24 hours 

IO 0.2 TB/s 60 TB/s 
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Visualization and Analysis 

at the Exascale:

Hardware, Software, and

The In Situ Silver Bullet?

Jeremy Meredith

DOECGF 2011



Hardware: I/O

• Post-processing vis and analysis is I/O bound

• Relative I/O rates are dropping
– peak GFLOPS vs GB/sec ratio

– total GB RAM vs GB/sec ratio

Machine Year
Percent of FLOPS
Writable to Disk

Whole-System
Checkpoint

ASCI Red 1997 0.075% 300 sec 

ASCI Blue Pacific 1998 0.041% 400 sec 

ASCI White 2001 0.026% 480 sec 

ASCI Red Storm 2004 0.035% 660 sec 

ASCI Purple 2005 0.025% 500 sec 

NCCS XT4 2007 0.004% 1400 sec 

Roadrunner 2008 0.005% 480 sec 

NCCS XT5 2008 0.005% 1250 sec 

ASC Sequoia 201x 0.001% 3200 sec
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Visualization Task Runtimes under Strong Scaling
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Site (machine)
Sim 

RAM/Core
Vis

RAM/Core
Factor

TACC
(Ranger vs Spur)

2.0 GB/core 8.0 GB/core 4×

LLNL
(BGL vs Gauss)

0.5 GB/core 6.0 GB/core 12×

NCCS
(Jaguar vs Lens)

2.0 GB/core 4.0 GB/core 2×

ALCF
(Intrepid vs Eureka)

0.5 GB/core 8.0 GB/core 16×

Hardware: RAM

• Memory is precious

– Available RAM is growing more slowly than FLOPS

• RAM per core is also shrinking

– Dedicated visualization machines may become extinct

• Lots of our software was designed mostly for them

Machine Year RAM Bytes / FLOPS

ASCI Red 1997 0.90

ASCI Blue Pacific 1998 1.62

ASCI White 2001 0.49

ASCI Red Storm 2004 0.92

ASCI Purple 2005 0.50

NCCS XT4 2007 0.24

Roadrunner 2008 0.08

NCCS XT5 2008 0.25

ASC Sequoia 201x 0.08



Hardware: Concurrency

• Massive concurrency across nodes

– New types of task-level parallelism paradigms

• Massive concurrency within nodes

– Thread- and data-level parallelism

Predicted Exascale Machines

Node Concurrency 1,000 - 10,000

Number of Nodes 1,000,000 - 100,000

Total Concurrency 1 billion



Hardware: Memory Hierarchy

• With GPUs:
– registers

– shared memory

– cache/texture

– global/device

• CPUs:
– registers

– L1/L2/L3 cache

• Node:
– DRAM

– NVRAM (SSD)

?



In Situ Solves Everything*

• Tightly coupled in situ: share nodes between 
simulation and visualization/analysis codes

– Bypasses I/O and storage limitations entirely

– Incredibly fast; read data from DRAM

– Prevents many cases of data loss

• generate images faster than write data sets to disk

• Loosely coupled / concurrent visualization: vis 
runs simultaneously, but on different nodes

– Mostly same benefits as above

– Trades off network speed for increased total RAM



*Not really.  A few problems remain….

• Tightly coupled in situ primarily addresses just I/O
– It exacerbates the RAM limitations
– Your vis/analysis code must comply with the simulation:

• degree and type of concurrency
• memory hierarchy

• The loosely coupled variant shifts the problem
– Must still be compliant with sim code parallelism
– Batch/interactive scheduling can be a nightmare

• Must typically know what you want beforehand
• Some analysis needs the entire time sequence

– Generalized extreme value analysis, PCA

• Legal requirements for raw data archival (climate?) 
• So now what?......



“In situ” does not mean making movies 

while your simulation executes.

• Interactive in situ:
– VisIt and ParaView can connect interactive visualization 

and analysis to simulations

– And perform some degree of on-the-fly steering

• In situ as a data-reduction technique:
– e.g. S3D computing pathlines at a finer temporal 

resolution than saved full-res data sets

– e.g. feature analysis to trigger actions like when to start 
saving more often

• Make use of the hardware features:
– NVRAM could store key variables for all times on-node 

– Use the discrete memory hierarchy to your advantage:
• e.g. sim runs on GPU, stages data to host RAM for analysis, I/O



Beyond simply using in situ?

• Be smarter about I/O, RAM, Concurrency
– Better use of the I/O pipelines we have
– Hybrid parallelism, e.g. temporal+spatial axes 

simultaneously
– Start processing other timesteps in anticipation of user 

actions
– Software engineering to reduce library size
– Write more memory efficient algorithms, e.g. in-place or 

limited-working-set algorithms
– Multi-resolution techniques
– Streaming, out-of-core
– Data subsetting to avoid I/O and processing

• These are needed for not just in situ,
but to keep post-processing analysis viable
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How	
  to	
  Succeed	
  at	
  Exascale	
  

David	
  H.	
  Rogers	
  
Sandia	
  Na9onal	
  Labs	
  



“I think you should be more explicit here in step two.” 
 
 

THEN A �
MIRACLE�
OCCURS... �



“I think you should be more explicit here in step two.” 
 
 

THEN �
DATA 

ANALYSIS�
OCCURS... �



Summary	
  of	
  NNSA	
  Workshop	
  
From	
  Petascale	
  to	
  Exascale:	
  R&D	
  Challenges	
  for	
  HPC	
  Sim.	
  Environments	
  

•  In-­‐situ	
  visualiza,on	
  and	
  data	
  analysis	
  so0ware	
  
infrastructure	
  

•  Advanced	
  data	
  reduc,on	
  techniques	
  including	
  sta,s,cal	
  
sampling,	
  compression,	
  mul,-­‐	
  resolu,on	
  and	
  science-­‐
based	
  feature	
  extrac,on	
  approaches	
  

•  Visualiza,on	
  and	
  data	
  analysis	
  techniques	
  to	
  help	
  
understand	
  advanced	
  exascale	
  physics	
  approaches	
  

•  Implement	
  core	
  visualiza,on	
  and	
  data-­‐analysis	
  
capability	
  using	
  a	
  scalable	
  parallel	
  infrastructure	
  

•  Exascale	
  visualiza,on	
  and	
  data	
  analysis	
  hardware	
  
infrastructure	
  

•  Knowledge	
  infrastructure	
  

•  See	
  hJps://asc.llnl.gov/exascale	
  



But	
  Here	
  are	
  the	
  REALLY	
  hard	
  problems	
  ahead	
  

•  I/O	
  
–  Don’t	
  get	
  me	
  started	
  
–  There	
  will	
  be	
  no	
  files	
  –	
  only	
  queries	
  

•  Hardware	
  
–  The	
  HW	
  community	
  doesn’t	
  see	
  this	
  as	
  a	
  data-­‐centric	
  problem	
  
–  You’ll	
  be	
  parallel,	
  mul9-­‐threaded,	
  and	
  power-­‐aware,	
  even	
  if	
  you’re	
  not	
  at	
  exascale	
  

•  SoVware	
  
–  There	
  will	
  be	
  no	
  applica9ons	
  –	
  only	
  services	
  
–  Programming	
  model	
  at	
  exascale	
  is	
  unknown	
  
–  Analysis	
  and	
  vis	
  will	
  have	
  to	
  handle	
  resiliency	
  

•  Data	
  
–  Don’t	
  move	
  your	
  data	
  –	
  move	
  your	
  ar9facts	
  
–  Provenance	
  (the	
  new	
  Resiliency)	
  

•  Cogni9on	
  
–  We	
  have	
  to	
  think	
  and	
  design	
  for	
  con9nuously	
  advancing	
  web-­‐based	
  technologies	
  
–  How	
  will	
  researchers	
  think,	
  a	
  decade	
  from	
  now?	
  
–  How	
  will	
  we	
  search	
  and	
  retrieve	
  insights?	
  
–  How	
  do	
  we	
  understand	
  and	
  debug	
  a	
  billion-­‐way	
  parallel	
  process?	
  

•  Machine	
  behavior	
  +	
  code	
  behavior	
  +	
  results	
  



The	
  Hardest	
  Problem?	
  

•  Evolu9onary	
  vision	
  for	
  a	
  Revolu9onary	
  problem	
  



John van Rosendale
(William & Mary)
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Huge datasets (and the exascale 
computations that created them) 
have little value unless we can 
adequately explore them and glean 
knowledge from them. 

The	
  Problem	
  …	
  



In situ vis. will always work (since the vis. 
capability scales with the capability of the 
HPC platform). 

In	
  situ	
  vis	
  …	
  

Solves the problem in the sense of speeds 
and feeds; the challenge of understanding 
exascale datasets remains. 

It makes interactive visualization much 
more awkward. 



Better user interfaces (interactive graphics, new 
displays, graphics algorithms, …). 

Partial	
  solutions	
  

Machine learning algorithms and agents to explore 
data. 

There are no silver bullets. 
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Panel question:  What does visualization 
on an exascale machine look like?	



This is (mostly) not the right question.  	



Better questions:  
What’s the best way to gain insight from exascale 
computations? 

Where should this computation be run? 

What are the relative roles of in situ and out situ vis? 



Exascale 
platform 

Petascale analysis 
cluster 


